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ABSTRACT
We introduce an approach for computing a 3D mesh from
one or more views of an object by establishing dense corre-
spondences between pixels in the views and 3D locations on
a learnable parameterized surface. We propose a multi-view
shape encoder that can be jointly trained with the AtlasNet
surface parameterization. The shape is further refined using a
novel geometric cycle-consistency loss between the learnable
parameterized surface and input views. We demonstrate the
efficacy of our approach on the ShapeNet-COCO dataset.

Index Terms— 3D Reconstruction, multi-view, surface
mapping, deformation, learning

1. INTRODUCTION

Classical multi-view 3D reconstructions approaches establish
dense correspondences between pixels or image regions de-
picting the same surface locations, followed by triangulation
to yield a 3D shape [1]. However, these approaches fail to
find correspondences in flat, non-textured regions, and they
cannot extrapolate to reconstruct nonvisible/occluded surfaces.
In addition, they typically yield point clouds, whereas meshes
are more useful in most real-world downstream applications.

Incorporating data-driven shape priors into the 3D recon-
struction process has been used to address the above limita-
tions [2, 3]. However, an ideal shape prior should be able to
adapt in order to finely align with its depiction in the input
views [4]. Furthermore, the prior should not require manual
annotation of the surface parameterization, i.e., landmarks of
shape parts, and should be learnable from training data.

To address the above issues, we propose a method that
learns to establish dense correspondences between image pix-
els and a learned parameterized surface, which is trained on
a corpus of shapes from the same class, without known sur-
face parameterizations. The approach has two steps. First, as
opposed to the Kulkarni et al. [5] who use a fixed template,
we generate an initial shape template with a multi-view shape
encoder, which extends AtlasNet [2] to multiple viewpoints.
Second, this template, specific to the shape we want to recon-
struct, is refined using a cycle-consistency loss which allows

the shape to adapt and finely align with its depiction in the
input views.

We evaluate our method compared to a recent state-of-the-
art approach for 3D reconstruction from multiple views [6].
We show that our method outperforms the baselines when
averaging over three shape categories. Moreover, as opposed
to XNOCS [6] and traditional multi-view stereo methods [1],
our shape parameterization naturally yields a mesh that can be
used out-of-the-box for most graphics applications.

2. RELATED WORK

Single-view reconstruction. Most single-view methods
learn general 3D priors over images or image patches [7, 8].
To relax the explicit 3D supervision, Kanazawa et al. [9] learn
class-specific reconstruction priors over a deformable mesh.
It generates impressive textured reconstructions from a single
image, but still requires extra supervision in the form of cor-
responding keypoints during training, whereas we infer them.
More recently, Canonical Surface Mapping (CSM) [5] predicts
a UV mapping from a single image onto a canonical model,
trained entirely using self-supervision, by introducing a geo-
metric cycle-consistency term. For Kulkarni et al. [10], the
same mapping is applied but the canonical surface mesh can
deform given an articulation parameter, which allows shape
alignment to an input image. Our work is inspired by these,
but differs in two key ways. First, we do not assume a fixed,
manually chosen, canonical model; we rather optimize over a
learned surface parameterization to better match the observed
data. Second, while CSM works only for single views, we
use a multi-view cycle-consistency term to better integrate
multi-view information when available. This is critical when
reconstructing both the mapping and the underlying model
jointly, due to the ill-posed nature of the problem. Indeed,
using multi-view information resolves the depth ambiguities
that arise when looking at a scene from a single static camera.
Data-driven multi-view reconstruction. Recently, data-
driven methods have been introduced that attempt to extend
classical multi-view stereo reconstruction aproaches to lever-
age much stronger priors to deal with ambiguities [11, 12]. Our
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Fig. 1: Networks for inferring a depicted shape. Our
pipeline consists of two steps. First, a trained encoder gener-
ates an initial latent shape representation from the calibrated
images. Next, the decoder is iteratively improved through geo-
metric and mask constraints to further improve reconstruction.

work differs from these works in that we reconstruct a mesh
rather than a point cloud, which typically requires stronger
data priors, as observed in the single-view setting.

Other approaches for learning mesh reconstruction rely
on a manual alignment between the cameras and a shape gen-
erator, and optimize a photometric loss, which is not robust
to illumination changes [4]. Alternately, Pixel2Mesh++ [13]
presents a feed-forward neural network that maps input views
and a base sphere mesh to an output adapted mesh. How-
ever, this approach differs fundamentally from ours in that it
does not establish a dense surface mapping from pixels to the
reconstructed mesh, which is required for fine-scale alignment.

More recently, a number of multi-view methods for novel-
view synthesis have proposed eliminating the explicit mesh
reconstruction altogether and instead learn features, e.g., in
a voxel grid [14, 15] or a set of orthogonal planes spaced in
3D [16]. These approaches demonstrate strong view synthesis
results, but cannot be used in cases where mesh reconstructions
are still required. In this work, we compare against XNOCS [6]
which is one of the most recent works that integrate the multi-
view constraints in a deep reconstruction framework.

3. LEARNING A MULTI-VIEW PARAMETERIZED
SURFACE MAPPING

We consider a shape S and a collection VS of views of S,
where a view v=(I, π)∈VS consists of an image I with as-
sociated camera intrinsics and extrinsics π. We seek to output
a surface mesh M of the shape in object coordinates. We
assume that a template T parameterizes the output surface
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Fig. 2: Multi-view shape encoder. Our multi-view shape en-
coder E aggregates transformed features given any number of
input views and corresponding camera parameters. A decoder
φ then maps the encoded representation to the output mesh.

mesh and that the mapping VS → T →M produces the out-
put. Our goal is to learn this parameterized surface mapping
from image pixel locations to the output surface. For this, we
present a two-step approach, depicted in Figure 1. The first
step (initialization) aims at estimating an initial template, rep-
resented by a latent vector zS and the weights of an AtlasNet
decoder φ [2]. The second step (optimization) improves the
shape representation using a cycle-consistency loss.

3.1. Initialization

Multi-view shape encoder. To compute the initial latent
shape feature zS, we propose a multi-view shape encoder E
jointly trained with the shape parameterization φ, cf., Fig. 2.

For each view v=(I, π)∈VS , the image I is encoded
using a convolutional neural network C. Now the resulting
features are expressed in a coordinate system linked to the
view. Therefore, we apply a neural networkR that transforms
the encoded representation with respect to the view camera pa-
rameters π in a representation expressed in the canonical pose.
The multi-view encoder E aggregates by average pooling the
features extracted from each view. The resulting representation
ensures equivariance with respect to the camera parameters
and can handle a variable number of input views. Denoting
|VS | the size of the view collection VS , the output of our multi-
view shape encoder E is the average of encoded transformed
views:

zS = E(VS) =
1

|VS |
∑

(I,π)∈VS

R(C(I), π). (1)

We assume here a spherical parameterization of a shape col-
lection S: the template T we consider is a sphere, which covers
the range of genus-zero shapes. We learn our parametriza-
tion using an AtlasNet decoder φ. To do so, we need to
establish correspondences between each shape S ∈S in the
collection. We achieve this goal by establishing per-shape
correspondences QS via the template T . While there are a
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variety of spherical parameterizations of a shape [17], we use a
gnomonic projection due to its simplicity. We jointly optimize
the parameters of E and φ using the shape prior loss Lshape as
the sum of L1 losses over shapes S ∈S and established point
correspondences (q,q′)∈QS between the template T and the
shape S:

Lshape(φ,S) =
∑
S∈S

∑
(q,q′)∈QS

∥∥φE(VS)(q)− q′∥∥
1

(2)

Training procedure. Given a dataset of 3D shapes, we ren-
der multiple views and jointly train the parameters for the
multi-view shape encoder E and the parameterization φ. We
follow the network architectures and two-stage training proce-
dure described in Groueix et al. [2] to train a single-view model
comprising the parameterization φ and single-view encoder C
using loss Lshape. We then jointly train the multi-view shape
encoder and parameterization by initializing the parameters
for φ and C from the single-view training step.

In our implementation, C is a ResNet-18 [18],R is a multi-
layer perceptron with two layers and the AtlasNet decoder φ
is a multi-layer perceptron with four layers.

3.2. Optimization

Given the estimated shape produced at the initialization, it is
possible to further improve the reconstruction.

Similar to CSM [5], we employ cycle consistency in our
reconstruction loss to learn the parametric surface mapping:
after mapping a pixel location p in an image to the surface
mesh via the template, it should project back to the original
location p. We further encourage that the projected point
lies within a segmentation mask Xv of the depicted shape, in
each view v. The segmentation mask can be obtained with an
off-the-shelf instance segmentation algorithm [19].

Let v=(I, π) be a view in collection VS andFv : R2→T
be a learnable mapping from a 2D pixel location p in image I
to a point on template T . We note Pπ : R3 → R2 the function
projecting a 3D point on the image plane and define the cycle
projection functionK :R2 → R2 asK(p) = Pπ◦ φzS

◦Fv(p).
Our reconstruction loss is the sum of squared-reprojection

errors and squared-chamfer distances to the segmentation mask
over all pixels, weighted by λ = 0.25:

(3)Lrec(Fv, φzS
)=
∑
p∈Xv

‖K(p)−p‖22 + λmin
p′∈Xv

‖K(p)−p′‖22

Shape refinement procedure. We initialize the latent vector
zS and φ with the weights obtained at the initialization step.
In our implementation, the mapping Fv is a 4-level U-Net [20]
with a ResNet backbone. Fv has 3 output dimensions which
are normalized in order to represent a UVW mapping on the
template sphere T . To properly initialize the cycles, the U-Net
weights are set by training to reconstruct the UVW rendering of
the initial shape. Once the pipeline is initialized, we optimize
both the U-Net and the decoder using Lrec.

4. EXPERIMENTS

We report qualitative and quantitative performance compared
to the baselines. We consider the task of reconstructing a
depicted shape given a set of views with known camera and
object segmentation mask for each view.

4.1. Dataset and evaluation criteria

For our controlled setup, we evaluate on the publicly avail-
able ShapeNetCOCO dataset [6], which has 640x480 pixels
rendered views for three shape categories (“airplane”, “car”,
“chair”) from ShapeNet [21]. Note that ShapeNetCOCO is
more challenging than the dataset of Choy et al. [22] due to
the composited natural image background and larger distances
from the view’s camera to the shape. We also found that for
the Choy et al. [22] rendered views, the camera calibration was
not accurate, which limits the accuracy of the reconstructions.

For evaluation, we sample 10k points on the ground-truth
shape [13] and 10k points on the output shapes [6]. Given a
threshold τ which is 1% of the ground-truth mesh bounding-
box diagonal, we écalculate the fraction of output points find-
ing a ground-truth point within τ (precision) and vice versa
(recall). We follow Knapitsch et al. [23] and report the F1-
score, which is the harmonic mean of precision and recall. We
follow Sridhar et al. [6] and report squared-symmetric Cham-
fer distance (multiplied by 100). Note that these metrics are
point-based, not meshed-based (which our network outputs),
in order to be comparable with XNOCS [6].

4.2. Experimental results

Baselines. We compare against XNOCS [6] with multi-view
aggregation. This approach trains separate models for each
shape category. To be comparable, we train our approach by
randomly sampling (only) five images for the input views.

We also compare against a fixed single-template baseline.
For this baseline, we randomly choose a template shape for
each shape class and compare the chosen template against the
validation set. (The shapes are oriented and scaled consistently
across the dataset.) We report the average across ten randomly
selected templates for each category. For a particular selected
template, this baseline is an upper bound for CSM [5].

Results compared to baselines. We train our method (Our
full model) for each shape category separately. We test also
with 5 input images to be comparable with XNOCS [6]. We
report results in Table 1. Averaging over the three shape cat-
egories, our approach outperforms the baselines for both the
F1-score and the Chamfer distance criteria. Note that the tem-
plate baseline performs surprisingly well. In fact, as noted in
Tatarchenko et al. [24], there is large overlap of the shapes in
the train/val splits. We show qualitative results in Figure 3.
The point clouds generated by XNOCS are very noisy. We
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Fig. 3: Qualitative results. Ground truth (left), our recon-
struction mesh (middle) and XNOCS output points (right).

observe that creating a mesh from the output point clouds may
be difficult, while our approach produces meshes directly.

4.3. Ablation study

The results of an ablation study are presented in Table 2.
Impact of the optimization stage. We see that the multi-
view encoder performs reasonably well, in particular on planes
and cars, but it is not sufficient to reach the state of the art.
It is however a good prior in the full setting: the model with
optimization performs better than the multi-view encoder alone
on every categories and metrics (from 16 to 24 points), given
as input the estimated shape produced at the initialization step.
Chamfer loss vs gnomonic loss. We compare our Lshape
loss defined with a gnomonic projection of the sphere on S to
the Chamfer distance loss, that uses closest points to establish
correspondences [2], which often leads to non-smooth and non-
injective mappings with local self-intersections and foldovers.
We first optimize the multi-view encoder and the AltlasNet
decoder (MV encoder) and observe that the two models obtain
similar scores. It seems that both losses are suitable for the task.
However, taking the next step (Full model), we can observe
that using the gnomonic projection leads to a higher F1-score.
Our interpretation is that this is due the non-smooth surface
reconstructed with the Chamfer loss. We show in Figure 4
two meshes reconstructed after MV-encoder training, with
Chamfer distance (left) and gnomonic projection (right). The
first model seems to better fit the plane shape, but has a lot of
self-intersections (each color discontinuity) while the second
model is very smooth. This smoothness is, in practice, a better
starting point for the reconstruction optimization.
Discussion and limitations. While our approach outper-
forms the baselines, we found several limitations. First, while
the gnomonic projection outperforms the Chamfer loss, there
are still remaining reconstruction artifacts when mapping from
a sphere to a target shape to due the lack of bijectivity; most

Fig. 4: Visualization of learned surface parameterization with
a (left) Chamfer loss and (right) gnomonic mapping loss. Dis-
continuities in colors indicate self-intersections.

Table 1: Multi-view shape reconstruction on the Shape-
NetCOCO [6] validation set. We report F1-score (F1) and
squared-symmetric 100xChamfer distance (CD), averaged
over each class.

Airplane Car Chair Avg.
Method F1↑ CD↓ F1↑ CD↓ F1↑ CD↓ F1↑ CD↓
Single template 36.7 0.42 23.3 0.53 13.3 1.04 24.4 0.66
XNOCS [6] 62.3 0.08 33.2 0.19 27.2 0.20 40.9 0.16
Our full model 56.3 0.04 41.7 0.07 25.5 0.28 41.2 0.13

Table 2: Ablation study. Comparison of multi-view encoder
and full model for Chamfer and gnomonic loss. †: AtlasNet
(single view) makes inference in canonical coordinates as
opposed to camera coordinates for our method.

Airpl. Car Chair Avg.
Method Loss F1↑ F1↑ F1↑ F1↑

AtlasNet† Chamfer 38.6 20.6 5.8 21.7
MV encoder Chamfer 33.0 14.6 14.9 20.8
MV encoder Gnomonic 32.9 24.2 9.2 22.1
Full model MV Chamfer 49.7 34.2 24.3 36.1
Full model MV Gnomonic 56.3 41.7 25.5 41.2

shapes are not star-shaped volumes, even simple cars. Second,
the spherical template shape restricts the outputs to the set of
genus-zero shapes, which does not allow us to reconstruct well
shapes with arbitrary topologies, which is the case of many
chairs (cf. Figure 3). In fact, both issues are present in chairs.

5. CONCLUSION

We have presented a method to learn a dense UVW mapping of
a parameterizable shape template. We introduced a multi-view
loss to resolve ambiguities inherent to single image shape and
UVW prediction, and showed that our method outperforms
a recent state-of-the-art approach. In addition, our method is
able to reconstruct a mesh, rather than a point cloud, which
makes it more useful for downstream 3D applications.

A possible followup is to use UVWs predicted from multi-
ple images along with traditional projection-based techniques
to optimize for mesh textures.
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